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The newest history of Warsaw Stock Exchange begun in March 1991 when Act on Public Trading in Securities and
Trust Fund was adopted. The State Treasury established the Warsaw Stock Exchange (WSE in polish WGPW)
joint-stock company in April 1991. At the same time, the Polish Securities Commission, with its chairman appointed by
the Prime Minister, was created. Both the structure and the legal regulations of the Polish capital market were patterned
after the most modern and efficient system based on French experience and was adopted and implemented with the help
of experts from Societe des Bourses Francaises and the French Depository (SICOVAM).

At thefirst period of its history of WSE wasusing the ? call market? system. Itisalso known asthe ? Single-price
auction? (French: par casier or German: Einheitskurs). Its main feature is that a single price per security emerges at
each session as aresult of the orders submitted. Transaction can be concluded even for one individual security. In their
orders, clients of brokerage houses define the quantity and the price of securities. In his order investor can indicate the
price limit or "at the market". The validity of an order can not exceed the end of the next month. The price on the
equities market can only be higher (upper limitation) or lower (lower limitation) from the previous session's price by a
maximum of 10%. For bonds maximum price change is 5 percentage points.

The main index of WSE is named Warsaw Stock Index (WSI in polish WIG) is Total return index, which includes
dividends and pre-emptive rights (subscription rights). Base value of it was 1000 and the highest valuein history was
about 20000. Construction of WIG based on the following formula:
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where:

Mit) — capitalization of index portfolio on session "t"

M) — capitalization of index portfolio on the base
date (16 April 19917

Kt} — chain index factor for session "

In our research we used the multi-layer ANN trained by backpropagation algorithm to predict exchange rates on
Warsaw Stock Exchange. We compared forecasts obtained by ANN to the ones generated by for Auto-Regressive
Integrated Moving Average Process- ARIMA.



The exchange rates prediction has been very interesting not only for econometricians, nor statisticians. There are alot
of techniques, which are used to predict the rates. We can distinguish four groups of them:

® Technical anaysis

® Fundamental analysis

® Econometric analysis

¢ Artificia intelligence methods

The methods belong to two last groups: ARIMA isclassical statistical (Econometric in this case) model and ANN areis
Al of course. The acronym ARIMA stands for "Auto-Regressive Integrated Moving Average”. Classical ARIMA isa

linear model based on |east-squares estimation of AR coefficients and it can be exactly calculated from autocorrelations
inasingleiteration. A nonseasonal ARIMA model isclassified asan "ARIMA(p,d,q)" model, where:

® pisthe number of autoregressive lags,
¢ disthe number of differences, and
® gisthe number of lagged forecast errorsin the prediction equation.
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ARIMA isavery effective model and it is not too complex to useit in alot of applications. More information about
ARIMA model we can find in [Box Jenking].

We also used afew ANN with multi-layers structure: with different number of layers, with different type of activation
functions, with different number of neuronsin layers and with different input information. In the first experiment we
used five kinds of ANNs named like follow:
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for example 251515 means:. two linear neuronsin theinput layer, five neurons with logistic activation function in the first
hidden layer, five neurons with logistic activation function in the second hidden layer and five linear neuronsin the
output layer - etc. (t means hiperbolic tangent),

Theinput values were actual lagged by 1 and 2 (up to 5) WSE sessions exchange rates of modeled security. In all the
neural networks we had 5 output variables that represent exchange rates on zero, one, two up to four days after.

In the second experiment we add an extraordinary information to input (only for 25t5 and 2515 ANN). It was a one day
before value of the index of Warsaw Stock Exhange (Warsaw Stock Index). In our experiments we tried to predict values
of five random securities. The examined period (1.07.95-15.01.96) was characterized by stable behavior of rates
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The parameter of a differentiation in the ARIMA model was founded experimentally as follow

WIG |EXBUD |KABLE |KROSNO|TONSIL |PROCHNIE
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For tested ANN in the first experiment we use input information the same asfor ARIMA. Mathematically the difference

between the two models (ARIMA and ANN) isthat thefirst is based on linear autoregression and the second? on
non linear. To prevent for errors of ANNSs forecasts we repeated |earning process (and prediction) three timesfor every
kind of network. Sample results for ANN 25t5t5 are as follow:

The 25t5t5 ANN prognoses

“alue of rate Frognose AFE
Company ier | 1 2 3 4 8 1 2 3 4 8§ 1 2 3 4 5
Exbud | 294] 345 346 34 33 335 341 36,3 368 407 42 1% 5% 14% 23% 25%
Exbud | 776) 345 346 94 33 335 56,5 96,1 397 405 40,8 5% 10% 17% 23% 2%
Exbud | 202| 345 346 34 33 335 309 31,7 32,2 326 326 10% B% 5% 1% 3%
MAPE: 12%
Kable | 713 346 35 346 342 354 351 349 347 345 342 1% 0% 0% 1% 3%
Wable | 234| 346 35 346 34,2 354) 357 355 354 351 348 3% 1% 2% 3% 2%
Kable | 298] 346 35 34,6 34,2 354) 356 355 354 355 353 3% 1% 2% 4% 0%
MAPE: 2%
Krosno | 475 44 449 44 45 44/ 424 474 425 427 428 4% 6% 0% 5% 0%
Krosno [1355) 44 449 44 45 44) -257 -315 -360 -377 -412| 684% B801% 918%938% 1036%
Krosno | 532] 44 449 44 45 44 437 433 43,2 43 428 1% 3% 2% 5% 3%
MAPE: 3%
Prochnik[1098] 15,1 149 143 14,3 145 13 12,7 12,5 122 124 14% 15% 12% 14% 15%
Prochnik| 771| 15,1 149 14,5 14,3 145 125 12,5 12,2 119 11,8 15% 16% 15% 16%  19%
Prochnik| 53| 15,1 149 14,5 14,3 145 142 142 14,1 14,1 141] 6% 5% 2% 1% 3%
MAPE:.  11%
Tonsil | 674[ 187 194 19,3 157 1648 15 175 17,2 168 16| 4% 10% 11% 7%  o%
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Tonsil | 183 18,7 194 19,3/ 15,7 16,5 19,7 9,32 30,5 276 24,2] 5% 52% 58% 76% 47%
ATonsil | 474] 18,7 194 19,3 15,7 16,5 15,7 155 15,3 15,2 15,3] 16% 20% 21% 3% 7%

MAPE:  23%
WG 593 6950 5926 5535 5799 59126574 5555 6600 5769 6738 1% 1% 0% 0% 2%

WG 12128980 8926 5835 8799 5912 8868 8301 8747 8662 5609 1%: 1% 1% 2%: 3%
WG 414|8980 8926 §835/8799 8912/ 5797 8712 86248572 5521 2% 2% 2% 3% 4%,
MAPE: 2%

[l ]

Exbud, Kable, Krosno, Préchnik and Tonsil are names of joint stock companies and WIG is Warsaw Stock Index
acronym in Polish. Please note that ANN can give very unexpected (and nonsense) results (1036% error in case two of
KROSNO and negative value of exchange rate. It was after the finish of learning process, which was conducted by
means of backpropagation algorithm with the Levenberg-Marquandt criterion. As a matter of fact, there was the worst
result in our experiments. So we have got five tables like that (one for every kind of ANN) in the first experiment, two
tableslike that for ANN from the second experiment, and one table with ARIMA prediction results. And we could try to
find auniversal criterion for comparing the quality of our models. We decide to use mean absol ute percentage error



(MAPE) for al securities and all forecasts (five days) given asfollows
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where:
i - indicator of forecast (i =1, ...,»),
7 - indicator day of forecast (f = 1,...,n),
m - prediction horizon (# = 3)
r - number of forecasts {(n =3)
Dby - value of forecast ; for day 7
w; -value of real exchange rate in day ;

And there are our results:

RESULTS

251515 251515 2515 2515 S51515| (AIe2515| (Ici2515|  ARIMA
Exbud 9% 12% 16% 21% 12% 15% 15% 9%
able 2% 2% 2% 2% 3% 4% 3% 1%
Krosno 19% 3% 4% 4% 2% 5% 3% 3%
Frochnik B% 1% 4% 4% 7% E% B% 5%
Tansil 22% 23% B% 7% 22% B% g% 8%
WG 2% 2% 2% 1% 1% 1%

Aswe can see the results for the simplest network are even better then the ones for more complex ANN, and they are
comparable with ARIMA. The second conclusion isthat the network with more input information are not much better
than ANN without it. Thisis one of the most important advantages of ANN ? itissimply in use (it is not too
necessary to try aspecial, very complicated network topology, extrainput information etc.) and it can give results
comparable with classical (and more complicated) statistical models.

But there are also bad features? in our opinion one of the most important is unexpected reaction of network,
unexpected output values like the negative val ues of exchange rates.

A lot of scientists who work with ANN are followers of them. We have to agree that ANN can be a useful tool for
economist (especially in starting period of research) but in our opinion it rather cannot replace the classical statistical

models.



